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OBJECTIFS DE PERFORMANCE TECHNIQUES ET METIERS
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Réseaux et Equipements
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End User & Poste Travail

Site Distant
Real End User
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APM
APPLICATION
PERFORMANCE

MONITORING

Real Mobile Devices

’ Perfecto
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End User & Mobile Devices 4



& @-ousmouse SUITE INTEGREE LOGICIELS PERFORMANCES

ATAKAMA

POWERHOUSE

LOADTEST & APPLICATION PERFORMANCE

Suite intégrée d’outils logiciels pour maitriser les performances « End to End & Deep Dive »
Applications Web, Mobiles, 10T et Streaming
congue et développée par notre équipe de R&D

TAKE CONTROL OF — " —-N -
PERFORMANCE
ON DEVOPS
EINFRASTRUCTURES EAPPLICATIONS EREAL ENDUSER
LOADTESTS APM
SERVER PERFORMANCES PERFORMANCE PERFORMANGE QA & PERFORMANCE
MONITORING

GETAVAILABILITY & PERFORMANCE

PROBLEMS BEFORE YOUR USERS

7 7 7 7




POWERHOUSE INFRASTRUCTURES

®

/ Meter

Cockpit
PH Loadtest

Real Mobile Devices

“ Perfect

« B

PH REUP

[ Do |
¢ l ]

} PH Performance D8

INFRASTRUCTURE APPLICATIONS

@l\genls PHAPM et Systémes
PH Viewer

POWERHOUSE Loadtest & Application Performance

INFRASTRUCTURE

Site Distant
Real End User
! E=——33
POWERHOUSE X /
LOADTEST & APPLICATION PERFORMANCE
INTERNET - VPN
OPERATEUR TELECOM
Injecteurs
m:
i
Contréleur é
Cockplt Cockpit DATACENTER CLIENT
PHAPM

L'infrastructure technique
POWERHOUSE
Performance & Monitoring
peut étre déployée selon les modes :

Mode SaaS Powerhouse Cloud
Infrastructure

Mode « On Premise » installation
complete sur site client

Mode Hybride partagée entre
Powerhouse Cloud Infrastructure

et Datacenter du client

[ & Selenium

(S WebDriver

* PERFECTO Non inclus en option selon tarif



QUELQUES FONCTIONNALITES MAJEURES

LOADTESTS
SERVER PERFORMANCES

V REAL END USER
PERFORMANCE

A

Gestion environnements et infrastructures
Monitoring Nmon ou Perfmon
Monitoring JIMX
Optimisation Scripting (templates)

* Selenium Webdriver ou Jmeter
Gestion des Workloads
Gestion des Variables
Gestion des Tirs et Métrologie Temps Réel
Gestion des erreurs
Dashboards Standards ou Personnalisables
Plug In standard ou personnalisables

Gestion des Robots et Sites
Scripting Selenium Webdriver ou Graphique
Paramétrages

* Meétriques systemes poste client

* Diagnostic application poste client
Suivi temps réel (transaction/robot/site)
Dashboards

* Découpage temps de réponse

* Transactions, Métriques systemes

* Url, diagnostic application client

* Comparaison Loadtest et REUP

* Meétriques Réseaux, Traceroute

APM
APPLICATION
PERFORMANCE
MONITORING

7

NETWORK
QA & PERFORMANCE

7

Agent (Java, .Net, PHP)

Cartographie application et appels externes
Suivi transactions (WS, inter applications)
Analyse performance des transactions
Profiling Analyse « Deep Dive » code
Analyse performance requétes SQL
Monitoring syemes

Monitoring JVM (JMX)

Comportement Client (Injection Javascript)
Apdex mesure satisfaction utilisateur

Analyse flux réseaux (application-robots)
* Cartographie des flux (trafic réseaux)
Analyse détaillée des problemes réseaux
Analyse des protocoles utilisés
Analyse conversation client/serveurs
e |P, TCP, UDP
Analyse du Trafic
* Erreurs (physiques)
* Distribution taille des packets
* Trafic Broadcast, multicast
Capture et analyse des packets
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JMETER 5% DU MARCHE

Apache JMeter features include:
* Ability to load and performance test many different applications/
server/protocol types:
‘ Web - HTTP, HTTPS (Java, NodelS, PHP, ASP.NET, ...)

SOAP / REST Webservices
FTP
Database via JDBC
LDAP
Message-oriented middleware (MOM) via JMS
Mail - SMTP(S), POP3(S) and IMAP(S)
Native commands or shell scripts
TCP
Java Objects
..... More

* Full featured Test IDE that allows fast Test Plan recording (from
Browsers or native applications), building and debugging.

* Command-Line mode to load test from any Java compatible OS
(Linux, Windows, Mac OSX, ...)
response formats, HTML, JSON, XML, or any contextual format
* Complete portability and 100% Java purity

* Scriptable Samplers (compatible languages like Groovy and
BeanShell)

* Easy Continuous Integration through 3" party Open Source libraries
for Maven, Graddle and Jenkins

’ * Easy correlation through ability to extract data from most popular

2017 Testing Tools —
2 APACHE Protractor Soag

s%. 5%

™ Cucumber -
eter -

JMeter

[ & Selenium

(S WebDriver

5%

LoadRunner
6%

[ & Selenium

(S WebDriver

Communauté Apache Jmeter :
http://imeter.apache.org/

Applications : Web et Mobiles

Jmeter, Selenium Webdriver to Jmeter

Intégration Continue-DevOps @Je“kms " Tc
Intégration APM & ydynatrace @) New Relic.

AppOynamics

_



JMETER POINTS FAIBLES IMPACTENT PRODUCTIVITE

! Agache Metw (13 ATIOONN)

e To———- Points faibles « Scripting »
APACHE Ga da £/ 00 *- = Pas de Vision « Acte Métier » du Scripting (Transactions — Etapes)
/ Meter ; : = Pas de Variabilisation et Corrélation

= Pas de factorisation des scripts

Points faibles « Gestion et distribution des variables»

W s Dewrepniasnmtay = Distribution fichiers variables (travail manuel conséquent)
:> 5 pomantoon " Pas de possibilité de créer des fichiers de variables selon des regles

Points faibles « Workloads » et « Métrologie et Dashboards »
= Pas gestion simple du Workload de montée en charge et scripting

P et = Gestion des Tirs laborieuse car beaucoup de contréles a faire

7 Selenium L

A o7 manuellement
! S WebDriver | T = Gestion manuelle de la distribution fichiers de variables Injecteurs
V " ‘ T = Dashboards limités




OPTIMISER SCRIPTING WORKLOAD TEMPLATE ET VARIABILISATION

FONCTIONNALITES POUR OPTIMISATION T ———
SCRIPTING 6u °Wu xlcle [+
Création Workloads Tirs j""°“"‘"““"

" " »
F e

Approche Scripting Transaction
(Transactions — Etapes)

="
Intégrer Plusieurs Workloads pour
un méme Script Jmeter I APACHE

|

|

|

|

|

|

|

o |

|

o JMeter e
Factorisation Scripting a—— |
et ‘
|

|

|

|

|

|

|

|

|

|

Gestion Think Time-Pauses

Gestion ou Création des variables

N Automatiser Paramétrages . Swogums oo aune
' (interfaces Jmeter)




POWERHOUSE DEMARCHE SCRIPTING

CREATION WORKLOADS

mmmmmmmmmmmm

SELECTION
TEMPLATES JMETER

¢ wuw = ~xco +

CAPTURE
TRANSACTIONS

, o SCRIPTS
‘E— TRANSACTIONS-
o ETAPES

SCRIPT FINALISE et OPTIMISE
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POWERHOUSE VALIDATION SCRIPT ET REFERENTIEL

Sélection
Workload Standard . S,
_ o v Script Finalisé
Tir Unitaire ( o
SCRIPT FINALISE et OPTIMISE Configuration | Préparatic e l SudTie | Cemralisation | -
’ -:;-mxx BT Prapet( BIDMBE wiek’ sodmne sua] - Apache Mhend Senstiem e
[ ey ——— e worios [ ENEER A ]| atw || we i yre s sfrmiondl”
o u "Héd -~ g+ - o I hest usero | vns o pd doce  local wren workload  logn password | port
- o » ciridro 0 NSET rux Q Trw petchrc e ol ., oot 00 teeeees 228
= 77 e Defrad vanases
Ll 1»
Gestion Scress VX $tf Linw) CortrOleur Cormrdie Workioad
Gearee | pemre | ewt | oo | wmev 1a e an ews 100 —
Pictage
) et Medficars et Ganten o ffe
‘ | T s conmroleur uniguement P st 08 Arrel I Lancement I oaeeeong = fisa4m =
T cet b avec njectours Chack

CTm— + Validation Scripting

* Référentiel Temps de Réponse Unitaire

V e o e Tir depuis Controleur




VU

CREATION DU WORKLOAD NOMBRE OPERATION OU NOMBRE DE

e
@

IHOUSE

Structurer le Template

e Cockpit LoadTest/Performance 2.0.1 - PROJET: petclinic

Initial

juration

Workload

P Préparation

& Simulation

Liste nominative de
toutes les Transactions

Dashboards

‘ Workload

Scripting

L

Nombre de contréleurs I

—(2) Paramétrage par contréleur

Préparation

--- Licence valide jusqu'au 31/12/2018 ---

Suivi Tir

Centralisation

Eﬁ’acer

N

Caractéristiques globales du Tir

Durée montée en charge (mn) |2 I
Nb paliers (1 a 7) I
|5

Durée palier {mn)

Nb injecteurs

Durée descente (sec) |90

Nb YUs total par palier

—

S0

Nb YUs Max 100
Nb YUs / mn 25
Durée du tir {mn) 16
Nb VUs/injecteur 100

(3) Distribution des transactions par contréleur

Données

Métrologie

—Profil de charge

Tir

Unlimited
Mobile_UMTS(192Kbps)

Transaction | Nb ¥Us par palier ‘ Durée avec TT (sec) ‘ Décalage (sec) | ™M ‘ ﬁ EE']} Q
30 60 J | &3 120 - =
TROS UndateOwner 20 o0 | 100 s
_ x| 7 5
J/ Sael A -
2 60 / y
o | | / %0
= 10 =
2014 — oy
0 10
Durée (mn)
TRO2_SearchListVet we== TROS_UpdateOwner ==+ Nb WUs Total E
@
Workload Idemol_noﬁle Tir: 1 NbvusMax: 100 Libelle: demol_nofile  Reseau: Unlimited RAZ
Bande Passante j

Suppr |




OPTIMISATION DU SCRIPTING

/T PowerHouse Cockpit LoadTest/Performance 2.0.1 - PROJET: petclinic --- Licence valide jusqu'au 31/12/2018 ---

@

POWERHOUSE Sélection

Workload ‘

A
Configuration Préparation ' Tir Suivi Tir | Centralisation ’ Analyse
|

Génere le JMX

Jmeter
Sé | ecti o ing —Parametres généraux —
Préparation Host lhost.com Port I:‘ Protocole Ihttps vl petclinic. jmx ﬁ
Template Jmeter L
y ¥ Génération [~ Géneration —
|Web_Dem0 Ll workload Idemol_noﬁle ;| Nb YUs Max 100 Génerer I ’>
Fichier Editer Rechercher Lancer Options Aide
(al [ ¢ (%] 4 = [ A wal || 4l R= e
» EORECTT MEENE e X 4l oe|%| 2B poow o
? @ PHTemplate Transaction Design ) L.
‘ 2% |User Defined Variables | : Variables pré-définies
2% User Defined Variahles ‘| Nom: lUser Defined Variables
/ Paramétrage 2% HTTP Request Defaults ‘| \commentaires :pour le mode GUI , valeurs par defaut
| ] 2% HTTP Cookie Manager :
sploi ' onnai / Variables pré-défini
Déploiements )% Gestionnaire de cache HTTP : ariables pre-deéfinies
o= TIR-GRP1 : Nam : Yaleur : Description
Dashboards : - - " ? .
o > TIR-GRP2 :: PARTAGE ${__ P(partage ficockpit-demofpartager} Repertoire generation des scripts {(affectation...
J workload o Modules WIKLOAD ${_P(wkload,demo1_noﬂle)} Norn du Wor.kload _
\ —— o SCENARIOS i TIR ${__Ptir, 13} MNurmnero du tir associé au workload {obsolete)
Gorintin "‘j S sl |DUREETROZ ${__ P(dureeTR01,60000)} duree normalisee transaction TRO1 ¢hors uni...
, E g Rapport consolide DUREETROS ${__P(dureeTR02,90000)}
' —— view Results Tree ; FILE_TRO2 ${_mach!neName}-TR02.csv
' -~ Recepteur asynchrone : FILE_TROS ${__machineName}lTR0O5.csv
Métrologie o- &¥ Recording :
L ¥N ~. . .




OPTIMISATION SCRIPTING TEMPLATE ET VARIABILISATION

/T PowerHouse Cockpit LoadTest/Performance 2.0.1 - PROJET: petclinic --- Licence valide jusqu'au 31/12/2018 ---

POWERHOUSE A RS @
- - . - =
AP
Configuration Préparation | Tir ’ Suivi Tir ‘ Centralisation | Analyse |
Scripting —Parametres géneraux
= Préparation Host |host.c0m Port |443 Protocole Ihtlps vl petclinic. jms Sé | ecﬁ on
& Génération —Génération Transaction
IWeb_Demo LI wWorkload Idemol_noﬁle j Nb YUs Max 100 Générer I I
\\ [fj PH-Test Plan Design {c:/ATAKAMA /projets//petclinic//wg PEtclinic.jmx) [_ (O] x|
—Scripting _ _ —
® Feil Transaction: |-- I v Recording : DZJ O
& Correlation/Variabilisation Statut Vari{™ . Valeur Serveur | Saisie Regex Url | Test..| =]
~— firstNamq ' RO1_AddEditOwner warda| [ | O 45 ... |
lastName|TR02_SearchListVet wrida| [ | L] 45 ...
address [TRO3_EditOwnerAddPet 19th+AB+street [] [] 45 ...
city TRO4_EditOwnrAddVisit Casablanca L] L] 45 ... L
‘ telephon|tros_updateOwner 0526377900, [ | L] 45 ...
B, lastName Amaddist [] [] 23 ...
TRO6_UpdatePet — o
: Rerameinans hame = pname_uu1 Pet5567 L] L] 36 ...
— type type_001 cat L] [] 36 ... |
1 Bt birthDate birthDate_001 2018/01/01] [ Ll 36 ...
. date date_001 2018/01/17 L] L] 39 ...
‘ Dashboands Assistance description description_001 Visite22222| [ O 39 ...
. i . firstName firstName_002 Name006 L] L] 42 ... —
\ Workload Va rla bl I |Sat| 0 n lactNiamn lactAlamo_NN5S LAlamaonnG 1 1 A7 N
Scripting {1) RegEx l \ {2) Correler
L Données
' Métrologie y 13:51:15 Template c:/ATAKAMA fprojetsiipetcliniciyworkypetclinic, jmix initialise -~
1251028 ¥ ¥ | mpmemramnd Tlmdee * &




OPTIMISER SCRIPTING TEMPLATE ET VARIABILISATION

f DEMO.jmx (C:\POC BCS'\ProjetsDEMO\work'DEMO.jmx) - Apache JMeter (3.1 r1770033)

Fichier Editer Rechercher Lancer Options Aide

Uea °d.

Pri@o %

poooos o A o0 )

IS

=

9 @ PHTemplate Transaction Design
2% User Defined Variables
2% User Defined Variables
2% HTTP Reguest Defaults
2% HTTP Cookie Manager
2% Gestionnaire de cache HTTP

o 05 TIR-A
o4 TIR-B
9 4 SCENARIOS

¢ = TRO1_CreationTicket

)( Variahles predefinies

/" Displayvar

2% CSV Data Set Config

o /¥ statTR02

2 _LaunchURL

= ET02_03_ClickProjects
= ET02_04_AccessSpecificProject
= ET02_05_ViewAlllssueOfProject

N\

ET02_06_Createlssue
ET02_07_ClickOnNewlssue

_Logout
o /¥ ElapsedTRO2
? Modules
o = _ACCES
o ¢ _LOGOUT

esults Tree

~. Recepteur asynchrone
o Recarding
¢ K] Plan de travail
o . Enregistreur script de test HTTP(S)

HEEIEIEE

Enregistreur script de test HTTP(S)
Nom : [Enregistreur script de test HTTP(S)

Commentaires :MNe pas utiliser le port 8889

Parameétres généraux
(port : 3888 Domaines HTTPS : | |
~Parameétres du plan de test
Contréleur Cible : |PH Template Transaction Design > SCENARIOS > TR01_CreationTicket > _LaunchURL | v ]

Grouper : |Ne pas grouper les échantillons | v I Capturer les entétes HTTP Ajouter une Assertion Réponse [_| Correspondance des variables par regex ?

~Parameétres Echantillon HTTP

Type: | I v I Préfixe : [_] Rediriger automat. Suivre les redirect. Connexion persist. [_| Récupérer les ressources incluses
Filtre de type de contenu
anlure 5 | | Exclure : | |

URL : motifs a inclure

URL : motifs & inclure

‘ Ajouter H Supprimer H Ajouter depuis Presse-papier

~URL : motifs a exclure

Capture
Transactions

URL : motifs & exclure

(?i). 1. (bmplcss|js|giflicoljpe ?glpnalswilwoff)
(7). (bmplesslislgiflicolipe ?alpnalswilwoffi?;).

I Ajouter H Supprimer || Ajouter depuis Presse-papier H Ajouter exclusions proposées I

- Notifier les récepteurs fils des échantillons filtrés

Notifier les récepteurs fils des échantillons filtrés

I Lancer H Arréter H Redémarrer




OPTIMISER SCRIPTING TEMPLATE ET VARIABILISATION

Sélection des variables :

e Saisies
= _ - S - - : * Serveurs
EJ PH-Teskt Plan Design (C://POC BCS/ /Projets/ /DEMO/ /work/ /DEMO.Jmx) -l
Transaction: TRO1_CreationTicket | ¥ Recording : recordinr 48-2017 15-59 | »= Q
Statut Yariahle Prefix Valeur Serveur Saisie | Regex Ul Test...

back__url back_url_001 http://163.172.... 2 fr...
password password_ 001 123456789 ] 3 /r...
utfs utf8_o0o01 (I ] ] 3 fr...
login login_001 Connexion-+ » ] ] 3 /r...
authenticity_to... lauthenticity_to... | Ekeb7qgFilAcOnY... ] 3 /r...
username username_001 testl ] 3 fr...
_method _method_001 post ] ] 11 ...
authenticity__to... lauthenticity_to... |gEOcxu6SLBSpU... ] 11 ...
issue[status_id] issue[status_id]... 1 ] ] 9 /fr...
issue[description] lissue[descriptio... |DESCRIPTION-+N... ] ] 9 fr...
issue[done_ratio] lissue[done_rati... (1] ] ] 9 /fr...
issue[subject] issue[subject]_0...| TEST+NOUVEAU... ] ] 9 /r...
issue[priority_id] |issue[priority_id... 2 ] ] 9 /fr...
commit commit_001 Create ] ] 9 /fr...
issue[start_date] lissue[start_date... 2017-08-07 ] ] 9 fr...
issue[tracker_id] lissue[tracker_id]... 6 ] ] 9 /fr...

4 authenticity_to... authenticity_to... HZZdoYnA9SHSyy... v [ ] g Jfr...
was_default_st... |was_ default_st.. 1 ] ] 9 /fr...

} Géneration Expressions (1) RegEx (2) Correler

Régulieres




OPTIMISER SCRIPTING TEMPLATE ET VARIABILISATION

Génération Expressions

| [T PH-Test Plan L P 3 Réguliéres : [ 3]
ﬂ Transaction : |TRO1_CreationTicket | ¥ Recording : .ding_07-08-2017 1559 | = Q
Statut Variable = Prefix Valeur Serveur Saisie Regex Url | Test...
__method _method_001 post 11 ...
authenticity_t... |authenticity_toke... | Ekeb7gFlAcOnV6EBd... <meta name="csrf-token” content="(....|3 /r...|1 /r...
authenticity_t... |lauthenticity_toke... | gEOcxu6SLB5pUVV... <meta name="csrf-token” content="(....|11 ... |9 /r...
authenticity_t... |lauthenticity_toke... | HZZdoYnA9HS8yy7m... <meta name="csrf-token” content="(....|9 /r...|8 /r...
1 back_url back_url_001 http://163.172.24... 2 /r...
commit commit_001 Create 9 J/r...
issue[descripti... |issue[description]... | DESCRIPTION NOUV... 9 Jr...
issue[done_rat... |issue[done_ratio]... 0 9 Jr...
issue| priority_id] |issue[priority_id]_... 2 9 Jr...
issue[start__datel]|issue[start_date] ... 2017-08-07 9 Jr...
issue[status_id] |issue[status_id]_0... 1 9 /r...
issue[subject] issue[subject]_001 | TEST NOUVEAU PRO... 9 J/r...
| issue[tracker_id] |issue[tracker_id]_... 6 9 /r...
login login_001 Connexion » 3 /r...
password password_001 123456789 s{password} 3 /r...
username username_001 testl s{username} 3 /r...
/ utf8 utf8_001 3 /r...
was_default_s... \was_default_stat... 9 Jr...

Corrélation

(2) Correler




Fichier Editer Rechercher Lancer Options Aide

e a °dd

v
LT

> »

%]

*i‘

Wl o]

oA

o0 €

? @ PHTemplate Transaction Design
2% User Defined Variables
% User Defined Variables
2% HTTP Request Defaults
2% HTTP Cookie Manager
){\ Gestionnaire de cache HTTP
o= 00 TIR-A
o 4} TIR-B
? Modules
= _ACCES
9 = ET00_01_LaunchURL
¢/ 1iredmine/
0\ Assertion Réponse
% Gestionnaire d'entétes HTTP
¥ authenticity_token_001 - Extracteur Expression reg
o 2 /redmine/login
9 = ET00_02_Login
o /¥ 3iredmineflogin
o 4 /redmine
o 2 _LOGOUT
? SCENARIOS
9 = TRO1_CreationTicket
K Variables predefinies
/¥ Displayvar
' (CSV Data Set Conig
o ¥ StartTR02
= _LaunchURL
9 = ET02_03_ClickProjects
l o ¥ 5iredminelprojects
9 = ET02_04_AccessSpecificProject
o ¥ 6 Iredmine/projects/bcs-ap-tool-box-portal
9 = ET02_05_ViewAlllssueOfProject
o ¥ 7 Iredminelprojects/bcs-ap-tool-box-portaliissues
J 9 = ET02_06_Createlssue

2|olg)+]|-

o~ & Slredmmﬂumiemm;au;mm;m:mnalﬂis.uleslm
< I [»]

Source de données CSV

Nom : [CSV Data Set Config
Commentaires :

- Configuration de la :ource de d csv

Nom de fichier:
Encodage du fichier :
Noms des variables . éparés par des virgules) :

Autoriser les do nées avec des quotes ?:
Recycle en fin de fichier (EOF) ?:
Arréter I'unité . la fin de fichier (EOF) 2:

Mode de partage :

${PARTAGE}${FILE_TR02}

utfg

password,username

Délimiteur (uti ser "\t' pour la tabulation) :|,

True v
True v
False v
Toutes les unités v

Fichier Variables CSV

création automatique dans interface

Jmeter




OPTIMISER SCRIPTING TEMPLATE ET VARIABILISATION

, Eichier Editer Rechercher Lancer Options Aide

Oslal a4 REEFIRRERINN %] Ll
9 @ PH Template Transaction Design =k ~
% User Defined Variables : Requéte HTTP
% User Defined Variables
% HTTP Request Defaults
% HTTP Cookie Manager

v
e

CEIENE

|| fo:0coo o A 010 @

Nom : [3 [redmineflogin
Commentaires :Detected the start of a redirect chain

)% Gestionnaire de cache HTTP | [ vencee
o 0b TIR-A i| | Serveur web . ops o
o 4 TIR-B (Nom ou adresse IP : [163.172.244.109 |Port : [3porty Va rlabl I |Sat|0n
¢ Modules | |-Requéte HTTP . . 7 7
9 s _ACCES : automathue Integree
¢ = ET00_01_LaunchURL Implémentation : I:B Protocole [http] : |http Méthode : |POST pa
¢ J* 1 hedminel "W, = I'interface JMeter
0 . . Chemin: |Iredmmel|og|n )
\_ Assertion Réponse
){; Gestionnaire d'entétes HTTP [[] Rediriger automat. Suivre les redirect. Connexion persist.  [_] Multipar data [ | Enté pst. r
? authenticity_token_001 - Extracteur Expression reg r PETEATTeS r Corps de la requéte | Téléchargement de fichiers |
o 2 iredmine/login
¢ = ET00_02_Login Envoyer les paramétres aveclarr  _c:
o /¥ |3 redmineflogin Nom : Valeur : Encodage | Inclure égale ?
o 4 Iredmine/ utf v [v] ]
o« _LOGOUT . authenticity_token ${authenticity_token_001} i é g
¢ SCENARIOS B back_url hitp://163.172.244.109:${port}/redmine/ v v
SCENARIOS il |||lusername test1 v v
s TRO1_CreationTicket | ||[password 123456789 V] &
2% Variables predefinies | |/{rogin Connexion » V] V]
/¥ Displayvar ‘
)% CSV Data Set Config
o /¥ StartTR02 :
= _LaunchURL -
] ¢ = ET02_03_ClickProjects :
o ¥ 5redminelprojects
¢ = ET02_04_AccessSpecificProject 7
o /¥ 6 Iredminelprojects/bcs-ap-tool-box-portal l Détail l l Ajouter l | Ajouter depuis Presse-papier I I Supprimer l I Monter l I Descendre l
} ¢ = ET02_05_ViewAlllssueOfProject
o- /’ 7 Iredminelprojects/bcs-ap-tool-box-portallissues Requéte via un serveur proxy
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CONFIGURATION GLOBAL ENVIRONNEMENT
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PREPARATION — DEPLOIEMENT JRE ET JMETER
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—Gestion Scripts IMX (P Linusx) Contrdleur —Contréle Workload
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DASHBOARD Sulvli TEMPS REEL
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POWERHOUSE

Configuration Préparation i ivi Centralisation Analyse

Dashboards

ED_METRIC ONE ~ GRP_NMON All » GRP_PERFMON Allr PROJET one v TRANSACTION All ~ ETAPE SERVEUR_NMON All ~ SERVEUR_PERFMON Allr

Suivi montee en charge

'

S u ivi Te m ps Rée | d es pl 5l £ 2 1200 1205 12:10 2 2 : : 1240 1245 12:50

min max current

Tra nsa CtIO ns == one.test.minAT 20 1.080K 20

TRO1_CheckOut

TR _CheckOut OK{Count} TR _CheckOut OK {current) TR#_CheckOut NE OK/mn TR _CheckOut KO {Count} TRH#_CheckOut NE KO/mn

10

TR0O2_CheckOutRegister

TR}2_CheckOutRegister OK {Count} TR}2_CheckOutRegister OK {current) TR}2_CheckOutRegister NB OK/mn TR}2_CheckOutRegister KO {Count} TR}2_CheckOutRegister NBE KO/mn

19 0

TRO3_CheckOutAccount

TRO3_CheckOutAccount OK {Count}) TRO3_CheckOutAccount OK {current) TR#3_CheckOutAccount NB OK/mn TRO3_CheckOutAccount KO {Count) TRO3_CheckOutAccount NB KO/mn




Suivi bU TIR — DASHBOARD TEMPS REEL
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Synthese Métrigues

/T Temps Réel
POWERHOUSE
Configuration | Préparation | Tir Quiivsi Tir | Centralisation Analyse

Dashboards » Temps Réponse Etapes
) [ M- BoMMOTonacon. * B B O de la Transaction ¢ 20m0u 3 Osepr 112337 1o see. 11, 2017 1821:16

2 INTREPRISIS2 LT~ pe ertreprnes) + NUM TRANSACTION 01 =
LT_Suivi_42 . e
\ TRO1_PortaiNavigation OKIPCTS0) TRO1_PortailNavigation OK (Count)
! J |

TRO1_PortaiNavigation PCT30 (ms)

2078011 20
=MW 1

£
3 TRO1_PortailNavigation KO (Count)
g
£
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;
| J g
\ 1 = TRO1_PortadiNavigation NB OK/mn (Avg)
| W) \ ‘ mn
\ | | TR PortaiNavigation NB KO/mn (Avg)
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== TRON PortsiNavigation == ETO0 01 _LsenchURL == ETOO_36 Vousiies Hotel Jours == ET91 02 Accued
== ET01_04 Theme intermationsl FormaiesDousne = ET01_05 Services Frades SaseDonnees Commerce Glossaire




Suivi bU TIR — DASHBOARD TEMPS REEL
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2 APPORT AUTOMATIQUE FIN DE TIR

Transaction avec
les Etapes

Statistics

Total 946209 3447 0.36%  477.99 531.00  767.95 241293  147.16 83032 13739 0 1002181
TRO1_CheckOut 2472 1038 41.99% 4948331 9054450 204409.75 784240.04 0.45 41532 4866 12163 1279644 Rapport des
ET01_04_Bag 2563 S61 21.89% 291670 348820 375480 442272 046 130.20 1044 1384 16611 Erreurs
ET01_09_Confirmation 249 504 20.19% 847422 376460 552110 13377670 0.45 31.62 5.20 2325 1003196

ET01_08_Biling 2515 476 18.93% 373726  3780.80 412220 708728 046 25.80 852 1214 218147

TR02_CheckOutRegister 2389 370 1549% 5268529  83711.00 19 Errors

TR03_CheckOutAccount 1837 271 1475% 7477945  129607.00 28

ET03_10_Signin 1860 141 7.58% 6775.77 5418.60

ET03_13_Confirmation 1347 107 5.79% 8989.99 197420 32 Nop HTTP response code: java.net. SocketException/Non HTTP response message: 749 21.73%
ET02_09_Confirmation 2440 124 508% 934355  4959.00 64 Networkis unreachable (connect failed)
ET03_03_Register 1977 90 455% 1559179  6330.20 13 500/Internal Server Error 691 20.05% 0.07%
ET01_07_Shipping 2545 87  342% 8065.10 1413.80 21 Test failed: text expected to contain /confirmation email/ 575 16.68% 0.06%
| ET02_04_Bag 2509 84 3.35% 2605.02 320800 34 roq fajled: text expected to contain /Order Confirmation/ 570 16.54% 0.06%
ET03_11_Shippil 1856 61 3.29% 6786.10 2271.60 28
ST Non HTTP response code: org.apache.http.NoHttpResponseException/Non HTTP 249 7.22% 0.03%
' ET03_12_Biling 1855 61  329% 452417 458520 47 response message: www.facebook.com:443 failed to respond
Test failed: text expected to contain /“statusCode™ 200/ 143 4.15% 0.02%
Non HTTP response code: java.net.SocketException/Non HTTP response message: 123 3.57% 0.01%
‘ Connection reset
Non HTTP response code: javax.net.ssl.SSLHandshakeException/Non HTTP 121 3.51% 0.01%

response message: Remote host closed connection during handshake

Non HTTP response code: java.net.SocketException/Non HTTP response message: 84 2.44% 0.01%
Connection timed out (Read failed)




CENTRALISATION METROLOGIE SYSTEMES - QUICK REPORT
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DASHBOARD TEMPS DE REPONSE TRANSA

TRO03_CheckOutAccount OK(PCT90)

Temps de Réponse
Etapes
Transaction TRO3

11:30 11:40 11:50 12:00 12:10 12:20 12:30 12:40

TRO3_CheckOutAccount == ET03_01_Lancement == ETO3_02_Register == ET03_03_LogOut ET03_04_Lancement
ET03_07_Bag ET03_08_Checkout ET03_09_Signin == ET03_10_Shipping ETO3_11_Billing ET03_12_Confirmation

h

12:50

Zoom sur un palier
Recalcule des données

TRO03_CheckOutAccount OK (Count)

TRO3_CheckOutAccount PCT90 (ms)

TRO03_CheckOutAccount KO (Count)

TRO3_CheckOutAccount NB OK/mn (Avg)

6

TRO3_CheckOutAccount NB KO/mn (Avg)

ET03_05_SelectionEyeWear
ET03_13_Accueil
== Nb VUs




EXEMPLE DASHBOARD TRANSACTION - ETAPES

Temps Réponse (ms)
Analyse TROT_CheckDut Etapes

Temps de reponse et Nombre d'executions

TRH#_CheckOut OK Repartition du temps de reponse par Etapes

L current percentage
-—] ET02_01_Lancement 2412 K 7.05%
ET02_02_SelectionEyeWear 0.48%
ET02_03_AllSunGlasses .288 3.78%
ET02_04_Bag
ET02_05_CheckOut
ET02_06_GuestRegister
ET02_07 _Shipping
ET02_08_Billing
ET02_09_Confirmation
ET02_10_Register 3. 11.02%

ETO2_11_Accueil .82 5.37%

Nb Executions

sw asuodals ap sdwa)

H

130 1740 1750 1300 3. : LB A et UL

== Nb executions == Temps de reponse {PCTS0}




DASHBOARDS ANALYSE ET CORRELATION

Sélection
Transaction (vert)
Etape (jaune)

.. METRIQUES NMON vs TRANSACTION
Meétriques

Systemes

0n
]
=3
=
=
)
.
=

0
11:10 11:20 11:30 11:40 11:50 12:00 12:10 12:20 12:30 12:40 12:50

0Oms

== hybriso1.CPU% == hybriso1.CPUs hybriso1.ldle% hybriso1.Steal% hybriso1.Sys% hybriso1.User% hybriso1.Wait% == ETO1_07_Shipping == TRO1_CheckOut.value




DASHBOARD ANALYSE MULTI CRITERES

g

ONE ~ BD_METRIC ONE » R N A GRP_PERFMON Al PROJET one * ANSACTION TRO1_CheckOut » AR e SERVEUR_N

UR_PERFMON  All »

Suivi mont n char

TRO1_CheckOut

Memory Used

ONE » ED_METRIC ONE »

EUR_PERFMON All r

montee en ct

Sélection un
Serveur Spécifique

Groupes de Serveurs

GRP_PERFMON Allr

inj1.U
%
risf.User

hybris5.User%

hybrisd. s

hyb

nys

Tous les serveurs

UR_NMON All »

Memory Used &

IC
web1.mem_used
inj1.mem_used
hybris mem_used
hybris6.mem_used
hybris5.mem_used
hybrisd.mem_used
hybris3.mem_used

hybri em_used



g METROLOGIE JMX - THREAD COUNT
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Suivi All-All-Thread Count All-All-TheadCount %
TestsDeCharge .

LT _Analyse_NMon_v2 w COR2017-pro-leray01-2550-Thread Count ral

LT_analyse_Perfmon_Vv2
LT _Infrastructure_NMon_%;
LT_Infrastructure_Perfmon
LT_Infrastructure_JMX
LT_Transaction

peUY | PaLIeIS =0 )

V111600 W11 2000 V120000 V120400 120300 9121200 V121600 V122000

we CCIP201 7-prdderay-01-2580 Daemon ThreadCount == cOp201 7 -ped-ieray 012580 Peak ThreadCount
Workload w CCIp2017-pro-Meray-01-2580 ThreadCount w CCIp2017-prd-Meray-01-2580 TotalStarted ThreadCount
Synthese Tir

Classes

All-All-Class Count All-All-LoadedClassCount %
LoadTest

REUP - e . . - -
—— - we CCIN2017-pra-Meray-01-2580-LoadedClassCount 643¥

Performance

Outils




METROLOGIE JMX — MEMORY PooL EDEN
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A
Suivi Tir

Configuration ’ Préparation

Métriques rofil d cnarge
JVM 25K NE YUs {Min}
I 239

NE VUs {Max}

2000

15:10
max current

238 2.000 K 2.000 K

CPU

Memaory
All - All - MemoryPool fEdenf

All - All - MemoryPool fEdens
, current

== vmi271portail-01-EdenUsed 9659 MBE

} | == yml|271portail-02-EdenUsed 942 MB

I - vnl271cas-01-EdenlUsed 138.2 ME

\\ M\»s J W( ‘\ il Mﬁ il H} I V'“ *"M 'W |

~ www )h{‘{hw ,.w AL AT "*nl" i

1) |
13:50 SO0 15:10

% 10GEB
500 MEB ‘

OB

18:10 1220 1830

== ym|271portail-01.MemoryPool.PS.Eden.Space.used == vml|271portail-02.MemoryPool.PS.Eden.Space.used
== yml271cas-01.MemoryPool.PS.Eden.Space.used == vml271portail-01.MemoryPool.PS.Eden.Space.max
vml271port3il-02.MemoryPool.PS.Eden.Space.max vml271cas-01.MemoryPool.PS.Eden.Space.max




METROLOGIE JMX-MEMORY POOL SURVIVOR
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Configuration ’

LoadTest «
Suivi
TestsDeCharge
Métri ques LT_Analyse_NMon_v2

LT_analyse_Perfmon_¥2
MemoryPool LT _Infrastructure_NMan_V:

LT_Infrastructure_Perfmon

HeapMemory

. ~nsaction
i

Workload
Synthese Tir

LoadTest
REUP
Performance

Outils
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Préparation ’
we COR201T-ped-Meray-01-2580 MemoryPodl PS Od. Gen max - NbVUs

All < All - MemoryPool /Survivor/

80 MB

60 MB

40 MB

20 MB

2000 9120000 Q20400 9120800 9121200 9121600 912 20.00

N 2580 MemoryPodl PS. Survivar Space used

oL PSS SUrviver, Space max

Al - All - HeapMemory

All < All - MemoryPool /Survivor %

we CCID201 T-prddleray-01-2580-SurvivorUsed

All - All - HeapMemory %

259

we CCR2017-pro-Meray-01-2550-HeapUsed 479 MB




PERSONNALISATION PLUG IN ET DASHBOARDS
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PH REUP - FONCTIONNALITES

® Temps de Réponse Réels délivrés aux Utilisateurs
=  Temps de réponse par site géographique, par robot, par navigateur
= Traitement Complet sur le Poste Client Incluant tous les affichages
=  Mesurer les Temps de Réponse Transactions et des Etapes

=  Comparaisons Temps Réponse Loadtest et REUP

Cochpe
PHRIAL END USER s

PERFORMANCE NN TORING

@ Performances du Poste Client

SITE AGENCE

=  Performances Ressources Postes Clients

: Jﬂ o Métriques systémes et cartes réseaux
(hmanom s = Top des Process et services les plus Consommateurs

SITE AGENCE

® Temps de Réponse Réseaux

POWERHOUSE g , s oy . 7
= Temps de Réponse décomposition poste client, réseaux, serveur
S = Temps de Réponse Réseaux et Equipements

SITE AGENCE

® Diagnostic Performance Application Poste Client
= Temps de Réponse des URL (transaction ou étapes)
= Temps Réponse (« Waterfall» Arbre d’Appel

=  Temps Réponse lié aux Content Types (Javascript, Image, Documents,
Textes, ....)



WORKFLOW MISE EN CEUVRE

=1 B3
Projet : | REDMINE | | e/ e

) % O

- -
L.—- Lna LtS () Enboucle () Une fois

[ POWERHOUSE Real End User Performances
O e
Actualisé chaque (s): |10 |w

ENCodmer ool Per orvﬁ&l nCe

O =y (D) iy (D) = (D)

_[ ROBOTS | SITES Préparation | Suivi | Alertes |

- w ROBOTS

J Conflabs-02 T Rohot labs-02 I Temps de pause étapes ]

"o : :
{18002 1| Bind name :  clent Norn de Ihéte: LABS-02 ™
G IE Nom du systéme d'exploitation: Microsoft Windows Server 2008 R2 Standard
@ MF . Version du systéme: 6.1.7601 Service Pack 1 version 7601
Bind port : 4445 Fabricant du systéme d'exploitation: Microsoft Corporation
Configuration du systéme d'exploitation:  Serveur autonome
PR Type de version du systéme d'exploitation: Multiprocessor Free

Windows

1-0000421-8
5, 16:54:47
1072017, 03:
t Corporatic

1r(s) installé(

Seuil ¢ il Swap ( ﬂ:gir:ncﬁ
fows
SCRIPTING PARAMETRAGE PILOTAGE REPORTING QOS W DASHBOARDS DIAGNOSTIC
| GRAPHIQUE ou IHM DEPLOIEMENT DASHBOARDS MONITORING Q fras G
‘ [ v ruseau norare; rurerudl) Bruxelles, opennague; maana; Fans v
Mémoire physique totale: 6 144 Mo
’ Temps de pause des étapes et transactions inclus ? : | false | w Temps do saise des dormées?: (] rf:::g::: E:;:ljt:e ?:I,I;‘:rr:::m e 13 g:; :1'2
l l Mémoire virtuelle : disponible: 6 429 Mo

Script debug @ | false ;v]

Mémoire virtuelle : en cours d'utili

Emplacements des fichiers d'échange:

Diagnostique Applicatif poste client 2 : | true | w Domaine: WORKGROUP
Calendrier d'exécution : = Serveur d'ouverture de session: \WLABS-02 3
_— tels) réseau: 2 cartefs) réseau installéels),
<« J S <X J T

sation: 3 808 Mo
Ci'pagefile.sys

2 d
auvegarder
=] ?




P

; SCRIPTING

/ GRAPHIQUE ou IHM

A

SCRIPTING IHM ou CAPTURE GRAPHIQUE

Selenium o o
webbpriver Scripting IHM et Proprietés

S¢'

Segl=ld Scripting capture graphique

S[=1 B3

[ POWERHOUSE Real End User Petrformances
O e
Actualisé chaque (s): |10 .Vl

®/O®]) @

N C}O ,Kﬁ“ Md T>€, Y"FD YM“ WCe L/LVM.itS () Enboucle () Une fois

_[ROBOTS | SITES I Préparation T Suivi Tﬂ.lertes ]

v @g# ropOTS | | Conflabs-02 | Robotlabs-02 | Temps de pause étapes |

R

Script debug @ | false W

Configuration du systéme d'exploitation:

v @ Chrome
L labs-02 N -
i labs- Bind name :  client Norn de I'héte: LABS-02
G IE Nom du systéme d'exploitation: Microsoft Windows Server 2008 R2 Standard
@ MF . Wersion du systéme: 6£.1,7601 Service Pack 1 version 7601
Bind port : 4445 Fabricant du systéme d'exploitation: Microsoft Corporation

Serveur autonome

Tvpe de version du systéme d'exploitation: Multiprocessor Free

O =y (D) iy (D) = (D)

Mémaire virtuelle : en cours d'utili

Emplacements des fichiers d'échange:

Diagnostique Applicatif poste client 7 1 |true W Domaine: WORKGROUP
i i e | &
Calendrier d'exécution : - Serveur d'ouverture de session: \ILABS-02 —
__| tefs) réseau: 2 cartels) réseau installéefs), —
< J T v Y>

Windows

1-0000421-8
5, 16:54:47
102017, 03:
t Corporatic

ir(s) installé(

nily & Model
Seuil ¢ I Swap (! Megatrends
jows
PARAMETRAGE PILOTAGE wslgystem
REPORTING QOS Arardds ') ASHBOARDS DIAGNOSTIC
DEPLOIEMENT DASHBOARDS MONITORING nnc;:?s((;:nnf
il I} T "
i v ruseau norare; rure o) Bruxelles, opennague, maania, Fans v
Mémoire physique totale: & 144 Mo
Temps de pause des étapes et transactions inclus ? : | false | w Mémoire physique disponible: 3057 Mo
Temps de saisie des données? : D Mémaire virtuelle : taille maximale: 10 237 Mo
Mémoire virtuelle : disponible: £ 429 Mo

sation: 3 808 Mo
Ci'\pagefile.sys

2 d
auvegarder
=] ?




Sélection du Projet
Ajout ou Suppression

[ POWERHOUSE Real End User Performances [=] B3

@ @ ;!,' | ‘i‘.’. frojet : | REDMINE ,v'&J
\ ; ®)©)9]
\X C—1 O xﬁe H Md T) e Y’-FO Y’VVCH WO& L.LVMJ, = (_) Enboucle (_) Une fois

Actualisé chaque {s): |10 w

_— [ ;
ROBOTS | SITES | | Préparation | Suivi | Alertes | \_ 4
v :q . SITES _[ Conflabs-02 T Robot labs-02 T Temps de pause étapes ]
v \95' > Paris_02 Configuration du systéme d'exploitation:  Serveur autonome ‘A
;_ labs-02 Bind name :  client Type de version du systéme d'exploitation: Multiprocessor Free
se Propriétaire enregistré: Utilisateur Windows
Organisation enregistrée:
Bind port : 4445 Identificateur de produit: 00477-001-0000421-84531
A r‘ b r'e Date d"i:r"lstdallation origci‘nale: 30,."0‘3/20}5,/;8:54:47
. ] Heure de démarrage du systéme: 11/10/2017, 03:15:02
A Site 1 Paris_02 Fabricant du systéme: Microsoft Corporation
S |te S et R O b Ots Modéle du systéme: virtual Machine
Résolution (%) : (80 | w Type du systéme: x64-based PC
Processeur(s): 1 processeur(s) installé(s).
La b-OZ) — [01] : Intel64 Family & Model 63 Stepping 2 GenuineIntel ~2600 MHz
—— —— Temps d'attente d'une page (s): |30 |w l Version du BIOS: American Megatrends Inc, 090006 , 23/05/2012
Répertoire Windows: C\windows
Métriques Infrastructure : EJ Répertoire systéme: Chwindows\systern32
Périphérique d'amorgage: \Device\HarddiskVolume1
- Option régionale du systéme: fr;Frangais (France)
Top P~ AM,CPUY: |10 w| Seul CPU(%): |90 w| SeulRAM(%): |80 w| SeuillSwap(%): |90 ¥ | Paramétres régionaux d'entrée: fr;Frangais (France)
/f‘f( Fuseau horaire: (UTC+01:00) Bruxelles, Copenhague, Madrid, Paris
] Mémaire physique totale: £ 144 Mo
Top services (RAM,CPUY: |10 | ¥ Mémoire physique disponible: 2899 Mo
‘ Mémaire virtuelle : taille maximale: 10 237 Mo
Mémoire virtuelle : disponible: 6 423 Mo
/ Fréguence de collecte (secondes): |5 ¥ MNavigateur : | Chrome |w Mémoaire virtuelle : en cours d'utilisation: 2 814 Mo
, . Emplacements des fichiers d'échange: Ci'pagefile.sys
Parametra ge d y Nnami q ue Temps de pause des étapes et transactions inclus 7 : | False | w Domaine: _ WORKGROUP
Temps de saisie des données? : m Serveur d'ouverture de session: \WLaBS-02
Carte(s) réseau: 2 carte(s) réseau installée(s).
Script debug : | false W l [01]: Carte réseau de bus Microsoft Hyper-¥
Nom de la connexion : Connexion au réseau local
Diagnostique Applicatif poste client 7 1 |true | w Q DHCP activé : Non
Calendrier d'exécution : Adresse(s) IP
\ “ [01]: 163.172.244.102 v
<« I
! 1]
g Sauvegarder




PARAMETRAGE ET PILOTAGE

[ POWERHOUSE Real End User Performances H=] B3

<3 " ¢ [ICoK’s

Actualisé chaque (s) : @_\ o , /“YC-{D 'ZEIMDI T’@ Y"FO Y’VM‘. WWCEe LLVM,U:S (_) Enboucle (_) Une fois
J ROBOTS | SITES ( | Préparation | Suivi Nlerrﬁ'/

Paramétrage Robot

w ROBOTS &[ Conflabs-02.|| rpbot labs-02 TTemps de pause étapes ]
Chrome X F
ﬁ-‘ labs-02 Bind name :  client Nom de I'héte: LABS-02 '\
O IE 74 Norn du systéme d'exploitation: Microsoft Windows Server 2008 R2 Standard
@ MF X e P a ra m et ra ge Version du systéme: 6.1,7601 Service Pack 1 version 7601
Bind port : 4445 , . Fabricant du systéme d'exploitation: Microsoft Corporation
CO | | e Cte M et rl q u es Configuration du systéme d'exploitation:  Serveur autonome
Site: | Paris 02 Type de version du systéme d'exploitation: Multiprocessor Free
' - SVs t é mes Propriétaire enregistré: Utilisateur Windows
Résolution (%) : (80 | w N— y S , I . 1-24531
47
: ’ e eCtlon 13:15:02
Temps d'attente dune page (s): |30 ¥ | N av | ga t eur stion
F‘r Etriques Infrastructure C]
—— - wapmstallé(s),
- 01] : Intel64 Family & Model 63 Stepping 2 GenuineIntel ~261
[01] | I del |
Top processus (RAM,CPU) : |10 ' w| Seul CPU{%): |90 w| SeulRAM{%): |80 w| Seuil Swap (%): [9 _on du BIOS: American Megatrends Inc. 030006 , 23/05/2012
71 Répertoire Windows: C\windows
m\ / Répertoire systéme: C\indows'\systern32
‘ rvices (RAM,CPU) Périphérique d'amorgage: \Device\HarddiskVolume1
Option régionale du systéme: fr;Frangais (France) /
/ Fré L Ny @ Paramétres régionaux d'entrée: fr;Frangais (France)
réquence de collecte (secondes) : ! Fuseau horaire: (UTC+01:00) Bruxelles, Copenhague, Madrid, Paris
l l Mémoire physique totale: 6 144 Mo
Temps de pause des étapes et transactions inclus ? : @ ) __| Mozilla firefox mz:g::: 3:::’:3? f;llpeo:mf‘:ier:-nale- 1l:2| ‘j:; :/lq:
; Internet explorer Mémoire virtuelle : disponible: 6 423 Mo
Script debug : | false  w ' - Mémoire virtuelle : en cours d'utilisation: 3 814 Mo
. . - ) Emplacements des fichiers d'échange: Ci\pagefile.sys
/ Diagnostique Applicatif poste client 2 @ |true | w | Domaine: WORKGROUP
\ Calendrier d'exécution : 3 Serveur d'ouverture de session: WLABS-02 :
- tels) réseau: 2 carte(s) réseau installéefs),
<« J S <« J 7
4
' [ Sauvegarder }




PARAMETRAGE ET PILOTAGE

(o][ie)

/7] POWERHOUSE Real End User Performances

Acty '
Actualisé chaque (s): |10 | w ‘ . . , YV% Me
— —=  Suivi Temps Réel et '

g [ RoBots | siTES | [ Préparation | suivi | Alertes |
¥

1

- w ROBOTS

Statut de |'étape

Linal

v @ Chrome N 1=
T labs-02 _[Transactions | Robots \ N
3:;: "TRO1_CreationTicket \
™ ofiflol -
¢ N
labs-02 -
/ @ (Paris_02) \
. Enduser.TRO1_CreationTicket )
. EndUser.ETO1_01_LaunchURL )
. EndUser.ETO1_02_Login )
@, Enduser.ET01_D3_ClickProjects ) /
GQ EndUser.ETO1_04_AccessSpecificProject \ ) /
. EndUser.ETO1_0S_ViewAlllssueOfProject \ ) / "
. En erreur ) Terminé . En cours d'exécution ) Interrompu ) MNon exécuté. En boucle v
v

|

> b
s d
auvegarder
=] -




"0 DASHBOARD MONITORING EXECUTIONS

Sélection Sélection Transaction ou

Application Etape Sélection du Site

€ Zoomout » @avr.17,201811:10:25to avr. 17,2018 13:19:52 &

ONE2_REUP ~

Temps de reponse - Transaction

TRO1_CheckOut - OK TRO1_CheckOut - % Temps de traitement

== site.EAST2_US 98.7K 3471%
== site.East US 947K 3.31%
= site. WEST2_US 91.0K 31.98%

0Oms
11:20 11:30 11:40 1150 12:00 12:10 12:20 12:30 12:40 12:50 13:00 13:10

== site.EAST2_US Max: 1.9 min Avg: 1.6 min == site.East US Max: 1.8 min Avg: 1.6 min == site WEST2_US Max: 1.7 min Avg: 1.5 min

NB KO (EAST2_US) NB KO (East_US) NB KO (WEST2_US)

NB OK EAST2_US NB OK East_US NB OK WEST2_US




S DASHBOARD MONITORING EXECUTIONS

Sélection
Application

ONE2_REUP ~ BD TDC ONE2 ~ Site Etape TRO1_CheckOut ~

EAST2 US - o NEKS Sélection Transaction ou

1.53 min 1.65 min Etape

East_US

WEST2_US

1.74 min

EAST2_US : Suivi des erreurs de l'etape : TRO1_CheckOut

EAST2 US:TR0O1 CheckOut - Evolution du Nombre de KO chaque EAST2_US : Suivi du nombre d’etapes KO durant les 15 derni€re minutes EAST2_US : Temps de reponse MAX durant les 15 derni€@res minutes
15minutes

1.85 min
1.81 min

1.65 min

1.59 min

1.61 min

11:30
TRO1_CheckOut Total: 29




TEMPS DE REPONSE REUP vs LOADTEST

Comparaison
REUP vs Loadtest

Sélection du Site

Repartition du temps de reponse - Site: EAST2_US

EAST2_US - Suivi du temps de reponse EAST2_US- Repartition du temps de reponse par etape (ms) TRO1_CheckOut : EndUser Vs. one2

ZUm 1250 avg percentage (ms)
". == ET01_01_Lancement 60s 6.1%
CF o ‘.\ i = == ETO1_02_RechercheProduit 100s 10.1%
’ == ET01_03_SelectionFragrance 6.1s 6.2%
; ; l == ETO1_04 Bag 50s 5.1%
1.3 min / ‘l 750 ET01_05_CheckOut 69s 7.0%
' \ E ET01_06_GuestRegister 90s 91%
50's ! \ s00 S ET01_07_Shipping 165s 16.8%
/ ! l ET01_08_Billing 280s 28.5%
/ ET01_09_Confirmation 75s 7.7%

25s N ETO1_10_Accueil 34s 3.4%

oms 11220 1130 11:40 1150 12:00 12:10 220 1230
== ETO1_01_Lancement Max: 7.2s Avg:6.0s == ETO1_0:
== ET01_03_SelectionFragrance Max:94s Avg:6.1s _04 Bag Max:7.5s Avg:50s
ET01_05_CheckOut Max:8.8s Avg:69s ETO1_( FtRegister Max: 11.7s Avg:9.0s
ET01_07_Shipping Max: 1695 Avg: 165s ETO ing Max:33.7s Avg-280s
ET01_09_Confirmation Max: 12.0s Avg: 755 == Accueil Max:4.0s Avg:34s
TRO1_CheckOut Max: 1.851 min Avg: 1.645 min

1240 1250 13:00 13210

hercheProduit Max: 153 s Avg: 100s

== Nb VUs Max: 1080 Avg: 622

REUP - Etapes de la

Transaction



|

tﬂ COMPRAISON TEMPS REPONSES REUP VERSUS LOADTEST

Transaction
Temps Réponse
Chrome
et
Temps de Réponse
Loadtest

Etape
Temps Réponse
Chrome
et
Temps de Réponse
Loadtest

eationTicket [Chrome, Madrid

1bs-05]

EndUser Vs. LoadTest

@

iricd 1bs-05]

EndUser Vs. LoadTest

¢

Madrid - Répartition du temps de réponse




DASHBOARD REUP-TEMPS REPONSE ETAPES PAR SITE

Par Site :

* Evolution Temps Réponses
par Etape

e Parallele aux tests de charge

POWERHOUSE

REAL END USER PERFORMANCE




g DASHBOARD ANALYSE PERFORMANCE POSTE CLIENT

Sélection du Site Ressources
Systemes

o v 1-REUPSITE. w @ & € Zoomout » O sept. 26,2017 09:00:08 to sept. 26, 2017 18:26:16

PROJET Nd AUDIT_REUP ~ Site Galillee_Eth ~

Systeme - Galillee_Eth

CPU (May) RAM (Moy) SWAP (Moy) NB Process (Moy) NB Services (Moy)

103 90
40

Galillee_Eth - TOP Services : UsedMemory (Bytes) Galillee_Eth - TOP Process : UsedMemory (Bytes)
13GB

mem_LanmanWorkstation
mem_TermService 1068
mem_NIaSvc
mem_CryptSvc 750 MB
mem_Dnscache
mem_ShellHWDetection 500 MB
mem_ProfSvc

- = [l L AW i~

mem_SessionEnv 0kB
mem_SENS 10:00 11:00 4 13:00 14:00 15:00 16:00 17:00

"[

mem_NcaSvc = memory.java.exe Avg: 869 MB == memory.iexplg P 147MB ~ memory.dwm.exe Avg: 103MB == memory AcroRd32.exe Avg 92 MB
memory.Fddler.exe Avg: 91 MB memog € Avg: 89 MB == memoryAgresso.exe Avg 87 MB == memory.explorer.exe Avg: 87 MB
== memory.CcmExecexe Avg:61 ME == g ndexer.exe Avg: 59 MB memory.LogonUl.exe Avg: 54 MB
memory.ShellExperienceHost.exe & emory.RdrCEF.exe Avg: 48 MB == memory.DolbyDAX2APl.exe Avg: 41 MB

Top Services

~Meéemoire Top Process
Mémoire




0 DASHBOARD - DECOUPAGE TEMPS REPONSE

Response Time (109)

o loamaa a AN hinudn M \M I Al | NW .H' W. / | ‘v:rll "Jf" l ( ""ﬁ' . \ At‘l’w\f\ f

16:25 16:30 16:35 16:40 16:45 16:50 : 17:00 17:05 17:10 17:15 17:20 17:25
== ClientResponse_TIME == ServerResponse_TIME TcpConnect_TIME Network_TME

‘ 109 : Temp ponse des composants des la pages web

TempS de 2017-05-05 17:15:14
, _urlhttp// N_._N_._N_._N_:_N_/redmine/logout:
Temps de Réponse Reponse Temps de
Poste Client Serveurs Réponse
Réseaux




b d DASHBOARD - CORRELATION TEMPS REPONSE

Site/Etape Site/ Et,a pe
Métriques Systéeme Temps Réponse

Poste Client Réseaux et

Marseille : ET01_05_ViewAlllssueOfProject Vs. CPU & RAM Marseille : ETO1_05_ViewAlllssueOfProject V. Equipements
500 ms

(3) dems 2 VY 8 NdD
21noJaoen asuodas ap sdwaj

Temps de reponse

[
wn
c
<]
Q.
[
~
v
!
w
[
E
[
’—

5s

m
oms 16:30 16:35 16:40 16:45 16:50 16:55 17:00 17:05 17:10 16:30 16:35 16:40 16:45 16:50 16:55 17:00 17:05 17:10
== ET01_05_ViewAlllssueOfProject swap == memory == cpuUser == ET01_05_ViewAlllssueOfProject == gverage.163.172.244.109 == average.10.123.100.10
average.UNKNOWN average.80.10.121.136 average.195.154.1.187 == average.193.252.227.98
average.ae43-0.nolyo101.Lyon.francetelecom.net[193.252.101.225]
average.ae43-0.nrmar101.Marseille.francetelecom.net[193.252.101.118]
== average.aed4-0.nrlyo201.Lyon.francetelecom.net[193.252.161.13]
average.lag-online-1.dc3-1.rt. hopus.net[37.77.37.5]
average.lag-pop-dc3-1.th2-2.rt.hopus.net[37.77.32.18]
average.livebox[192.168.1.1] average.lag-pop-ly-1.th2-1.rt. hopus.net[37.77.32.6]




ho ANALYSE APPLICATION POSTE CLIENT (SITE EAST_US)

Déco u pa ge EAST2_US - % content type

emps Réponse "
C T
?ntent ype "

total percentage

- CSS 1545 7.4%

== Images 7201 34.5%
== Application Javascript 2885 13.8% —
== Text HTML 3662 17.6% —
Application JSON 2361 11.3% —
Text Javascript 3205 15.4% —

07 - 02 - EAST2_US -Analyse réponse

EAST2_US - Repartition du temps de reponse Client

percentage

== ServerResponse_TIME 28.9%
== Network _TIME 7.8%
== TCPConnect_TIME 4.3%
== DNS_TIME 6.0%
ClientResponse_TIME 52.9%

Découpage
Temps Réponse
Tiers

_requesttype.CONNECT 40.9%
_requesttype.GET 55.4% == _AcceptEncoding.br 33.2%
_requesttype.HEAD 0.4% percentage == _AcceptEncoding.deflate 33.4%
_requestiype POST 3:3% == _protocol HTTP_1.1 100.00% = _AcceptEncoding gzip 33.4%

EAST2_US - Request Type EAST2_US - Used Protocol EAST2_US - Accept Encoding

percentage

pe rcentage

EAST2_US - Response Time (All) EAST2_US - HTTP ResponseCode
Metric~ Total
_responseCode.502 168
_responseCode.500 5
H‘ ’ _responseCode.422 22
‘ _responseCode.401 54
f 's | _responseCode.307 29

\l|“f|' & \v»
VP R \M. AN ,.," e

_responseCode.301
0Oms

12:00 13:00 14:00 15:00 - responseCode.204

== ClientResponse_TIME == ServerResponse_TIME == DNS_TIME == SSL_TIME resnnnse nde 20?2
TcpConnect_TIME Network_TIME

Nombre Code Retour Http



DIAGNOSTIC APPLICATION POSTE CLIENT

Load Inspect About

WATERFALL GRAPHE APPELS

= Activation Mode Diagnostic Application
L.:”':‘:L:‘:. > = Détail des appels

" ne f | = Temps Chargement Images

: ’ ' Temps Chargement Flash

=  Temps Exécution Javascript

|

T

I

T L Ot e A AR O
. T IR et teg 12 NN

= Analyse des Content Type
= Pourcentage temps de réponse Images
=  Pourcentage temps de réponse
Javascripts
= Pourcentage temps de réponse Flash

= L/

* U bl A0
T ppwery on LA L v




APPLICATION PERFORMANCE MONITORING
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PH APM ET LOADTEST

et facilement les
problemes de
performance

o

Déterminer les

Détecter en temps réel

.................
“““
*

la transaction suspecte

Diagnostiguer immédiatement

- . PR TT] [TTPT IS [T 1

L]
L]
.4

Métrologies
Systemes JMX
Analyse des erreurs

= lfuri.l ....... bl

requétes SQL qui

’ impactent les temps
de réponse

@ [
ay .
L] a®
-------------

ofiling et analyser le
ode en temps réel




PRINCIPALES FONCTIONNALITES

PRINCIPALES FONCTIONNALITES
PH APM

Cartographie Applications

— . — Performances des Transactions
S * Gestion des Erreurs
t = - . ‘..":....: —. ‘
_ Introspection et Profiling (Code)
e

5 s s s i s s 5 8 Analyse Requétes SQL

| G r-‘-‘“-.‘,.--u.aa AL S " = €T G s £ Ty

Monitoring Systémes/JMX

Ressenti Utilisateur (Javascript)




POWERHOUSE INFRASTRUCTURES

Real Mobile Devices

" 'T“

ee e 2 g :
L2 - B2

! R “ pPerfecto

POWERHOUSE >\ /

LOADTEST & APPLICATION PERFORMANCE ol POWERHOUSE APM

OPERATEUR TELECOM

@ T

m * Déploiement rapide

/ Meter” A * Opérationnel immeédiatement
.""‘"’""’ G * Facile d’utilisation

Cockpit Cockplt

s o * « Deep Dive » pour le diagnostic
applicatif

I'./

/ _x.r«c InfluxDB m A E. ICTURE APPLICATIONS
@l\genls PHAPM et Systén
PH Performance D8 PH Viewer

POWERHOUSE Loadtest & Application Performance
' INFRASTRUCTURE




DECOUVERTE APPELS ET CARTOGRAPHIE

R AR

Fo Coctp L 200 PRONT: cra? - Uicance valkde junge/se 810072009 - -
e Dl . .
e _A( il L) Fe A T v(‘or‘ rvoee Lo trmaitt=

(e | epar | Tie l Suivi Tir | Centralisation . Analysis Analyse |
APM
¢ App: cemo £} 19/04 08:16 -
I APPUCATIONS © Overview S Tomsactons B Servkes A User Sessions .
Ao * Cartographie:
@ reroRTS . s
P - o Points d’entrée (nb. Appels et tps moyen)
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VUE GLOBALE Suilvi MONITORING

< App: [{Logiciel de démo} ,]

globale @ Map & Transactions B |nstances
* Vue globale des performances
B SERVEURS B , . q , h
Temps : Moyenne ~ | Couches | Satisfaction Navigateur @) Decom osition temps de réeponse couches
A NOTIFICATIONS B P P P
400
CAPPORTS techniques
£ PARAMETRES w o s, o Visualisation Erreurs
N2\ i et I e A\ - NP AL R N .
A nerres 2 20 PPN i Nt \PNaie? NN N Ngo g o Top 5 des Transactions
ot AGENTS SYSTEME A
2 cowpre " o Top 5 Requetes SQL
C arPl
0
@ DOCUMENTATION 15:00 18:00 21:00 Aug 23 03:00 08:00
600
© CONTACTEZ NOUS E 400 22108 17:32 - 22/08 17:47
S 200 Erreurs: 2
* o o Count : 188
FAVORIS 15:00 18:00 210 Aug 23 03:00 08:00 09:00 12:00
@D wmxws [ SOLD
Top 5 Transactions Top 5 SQL
Nom Nombre Trm Global Nom Nombre Trm Global
@ /owners 3053 1,2 sec 82 % @ select petsO_.owner_id as owner4_0_2_, pets0_.id ... 4587097 0,0 ms 50 %
@ /nurses 1524 0,4 sec 13 % @ select visits0_.pet_id as pet4_1_1_, visitsO_.id as id... 4587106 0,0 ms 44 %
@ /synchronize/send/owner/2 1524 42,8 ms 1% @ select owner0_.id as id0_, owner0_.address as add... 3053 1,1ms 3%
'synchronize/merge/pet/{id 1524 2 ms 1 call 7 544 ,1ms o
 / e/l e/pet/{id} 2 39,2 % Q 20 33 0. 2%
@ /synchronize/send/pet/2 1524 33,5 ms 1% @ Connect 16772 0,0ms 0%

Evénements Notables
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B DOCUMENTATION . . .
P ——— . o Niveau satisfaction (Apdex)
* FAVORITES
Type Name Weight | Mean Count Satstacton Errors
Serviet  /managertimbstan an1% s 805ms 10 D 0] i
Sprn GET Jpetcaniciowners " 173ms N (0] 1
Serviet petcinic/dandeionqueny siquery s [ S 220ms 300 _ 0 ]
Sprn SET spetchinic/vets xmil, vets himi] 6% 150ms 400 _ (0] t
Serveet petcanc/ wvediarsouen2 0 Mquery s | 5% 237ms 200 _ 0 H
Serviel  petcansc WeDIrsUery-Ur't 10 VUMQUEry Ut Calep ker S a“a% 164ms 200 s (0] i
Serviet PRI ASAN0e 1 8% A0ms 1.00 _ (0] i
Serviet PACINICWEDIrSDOSE A2 3 (A SSDOOISYSD Min C$S 1.9% TTms 200 — (0] t
J Senviet 1% 103ms 100 sEs (0] $
Sprn GET Jpetcanc/onnersfownena) "~ 28ms 300 [eesT (0] t
« L -
i m Im-ns 44 Dttea(163.172. 302063000 sudoe. Jsp M iecale=fr 10T OApd LtV e # oy




PROFILING

Profiling:

©)

Analyse de performance au niveau du

code
O
0

Classes, Méthodes
Requétes SQL

°
—— 10/10 12:10 - 11/10 1
© Vue globale @ Map 8 Services A Sessions
ELEMENT SELECTIONNE TRANSACTION
[ o T R A T ———— Methode: so »y im Exécutions: 609081 Temps moyen: 855.99 ms
Ligne: 200  Temps local: 0.00 % Echantilions: 386297  Surcharge Nudge: 0.00 %
1;
GRAPHE D'APPEL METHODES PAR TEMPS PASSE LOCALEMENT
Classe 1 Methode T Ugne Temps
. sun.misc.Unsafe park -2 79.83%
java.lang.Class forName0 2 457%
java.lang.System identityHashCode -2 1.78%
sun.nio.ch.Native... cument 2 1.22%
java.utiLArrayList IndexOf 317 1.19%
sun.nio.ch.EPOIIA... interrupt 2 1.01%
i
: ll | org.HdrHistogram... autoAdjustRange... 383 0.76%
- ' sun.nio.ch.FileDis... pread0 2 071%
[ ] | SeBaes b 1= java.util.concurrent.lock...
Jav.. 1 Java.util.comcurrent. .. java.util.concurrent . lock. .. sun.misc.Unsafe unpark -2 048%
Jav... = Java.util.concurrent. .. java.util.concurrent. lock...
Froeeall Jova. w11 comcurrent "l comguorie.comon il || [avalangObyect  hasnCode 2 044%
Jja oon. . Con. google . ComBOn . Ut . . . L coa 1 wtil.co...
b} - o N L TP con. wtil.co... i -
. com. —-m.—-. O.r java.lang.Object notifyAll 2 026%
e D | e utiLregex Pat.. match 3776  0.25%
== - SO A Ol LAGE0, e > 3
wee . oollector.k .oollector vo s i j
u:. "::: COR. 0. .. COR.nudge.apm. con. nudge . apm java.utiLregex.Pat... match 3798 Ozlﬂ
ctlonom Dokl o bimanDtnn




TOP DES REQUETES SQL
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© Overview @ map & Transactions A User Sessions

SYSTEM LOAD

o
0
12:00 15:00 18:00 2100 Jan 09 03:00 06:00 09:00
00.00 %
CPU LOAD
50.00 % 0901 09:30 - OWD1 09:45
MMD 30.00 % CPU Load
0.00 %
12:00 15:00 18:00 21:00 Jan 09 a0 06:00 09:00
MEMORY
13Gb
RAM D1 09:30 - OWD1 09:45
153.6 Mb 992 Mb Total RAM
1768 Mb ©976.7 Mb Used RAM
ob
13
5I6MD
176.8 Mb
ob
12:00 15:00 18:00 21:00 Jan 09 a0 06:00
PROCESS
00.00 %
PROCESS CPU LOAD
$0.00 % 01 09:30 - OWD1 09:45
3.33 % Process CPU Load
0.00 % o _1 l — T P — pr— F s W
o 12:00 15:00 18:00 2100 Jan 09 0300 06:00 08:00
" | THREADS
%5
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